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Introduction
Motivation

• Why GDP growth estimate?
• Why quantile analysis?

Figure: Comparison of OLS and quantile regression



Introduction
Data

We choose to analyze the relationship between real GDP growth
and National Financial Conditions Index(NFCI).

Figure: Quarterly NFCI & real GDP growth



Introduction
Model

• Univariate Analysis
Estimation of ⌧ th quantile of ggdpt+h is de�ned as:

Q̂ggdpt+h|ggdpt (⌧) = �̂0,⌧ + �̂1,⌧ggdpt

and
Q̂ggdpt+h|NFCIt (⌧) = �̂0,⌧ + �̂1,⌧NFCIt

• Bivariate Analysis
Estimation of ⌧ th quantile of ggdpt+h under bivariate condition
can be de�ned as:

Q̂ggdpt+h|ggdpt+NFCIt (⌧) = �̂0,⌧ + �̂1,⌧ggdpt + �̂2,⌧NFCIt



Method

List of the methods we use for GDP growth estimates:
• Quantile Regression – classic QR method
• IVXQR1 – address QR invalidity
• Forest Based Methods

• Quantile Regresssion Forest2
• Generalized Quantile Random Forest3

1David M. Kaplan and Yixiao Sun. “SMOOTHED ESTIMATING EQUATIONS FOR
INSTRUMENTAL VARIABLES QUANTILE REGRESSION”. In: Econometric Theory 33.1
(2017), pp. 105–157.

2Nicolai Meinshausen. “Quantile Regression Forests”. In: JOURNAL OF MACHINE
LEARNING RESEARCH 7 (2006), pp. 983–999.

3Susan Athey, Julie Tibshirani, and Stefan Wager. Generalized Random Forests.
2016.



Quantile Regression

Estimate ⌧ th quantile of y: Qyt+h|xt (⌧) = x 0
t �⌧

• OLS:

�̂ = argmin
nX

i=1

(yt+h � x 0
t �)

2

• Median (�̂0.5):

�̂0.5 = argmin
nX

i=1

|yt+h � x 0
t �0.5|

• Quantile Regression:

�̂⌧ = argmin
T�hX

t=1

|u| · {⌧ · 1[ut � 0] + (1 � ⌧) · 1[ut < 0]}

where ut = yt+h � x 0
t �⌧ is the residual.



IVXQR

When NFCI process is approximated with an AR(1) process,

NFCIt = ⇢NFCIt�1 + "t

the AR parameter estimate ⇢ is around 0.88, indicating that NFCI is
highly persistent.

QR method will lead to size distortion if one or more predictors
are persistent. Therefore, we apply IVXQR to address the
invalidity.



IVXQR

IVXQR adopts IVX �ltering4 method to de�ne the instrument
variable z̃t in the following way:

z̃t = Rz̃t�1 +�xt

• R ! 0, z̃t boils down to the �rst di�erence transformation.
• R ! 1, z̃t becomes the level of the variable without
transformation.

4Tassos Magdalinos and Peter C. B. Phillips. “Limit Theory for Cointegrated
Systems with Moderately Integrated and Moderately Explosive Regressors”. In:
Econometric Theory 25.2 (2009), pp. 482–526.



For the model we consider, the following moment conditions
need to be satis�es:

nX

t=1

(⌧ � 1[ut < 0]) = op(1)

nX

t=1

ggdpt (⌧ � 1[ut < 0]) = op(1)

nX

t=1

z̃t (⌧ � 1[ut < 0]) = op(1)

where
ut = yt+h � �̂0,⌧ � �̂1,⌧ggdpt � �̂2,⌧NFCIt ,

z̃t = (1 � 5/n�)z̃t�1 +�NFCIt .



IVXQR-ivqr

(a) indicator

(b) IVXQR-ivqr



IVXQR-see
IVXQR-see smoothes out the moment condition by replacing the
indicator function, 1[ut < 0], with
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Figure: IVXQR-see smooth visualization



Tree Based Methods

We used two branches for Tree Based Methods Analysis:
• Quantile Regression Forest
• Generalized Quantile Random Forest



Tree Based Methods
1. Quantile Regression Forest

Di�erent from random forest, quantile regression forest obtained
the distribution F (y |X = x) = Pr [Y  y |X = x ] instead of the
mean only.

F̂ [y |X = x ] =
nX

i=1

wi(x)1[Yi  y ]

where the weight can be de�ned as:

wi(x) = k�1
kX

t=1

1[xi 2 l(x , ✓t)]

#l(x , ✓t)

Consider we have k trees in total, l(x , ✓t) denotes the leaf that x
falls into for tree T (✓),
and #l(x , ✓) is the total number of observations in the node.



Tree Based Methods
2. Generalized Quantile Random Forest

The generalized random forest (grf) and quantile regression
forest have di�erent de�nitions for weight. grf estimates the
weight based on closeness to (NFCIt = c1, ggdpt = c2).

Therefore, the problem becomes:

1
n

TX

t=1

w(NFCIt , ggdpt ; c1, c2)

0

@
1

ggdpt
z̃t

1

A (⌧ � 1 [ut > 0]) = 0

where ut = �̂0,⌧ + �̂1,⌧ggdpt + �̂2,⌧NFCIt � yt+h,
and w(NFCIt , ggdpt ; c1, c2) denotes the weight.



Univariate Analysis

Recall our model:

Q̂ggdpt+h|ggdpt (⌧) = �̂0,⌧ + �̂1,⌧ggdpt

and
Q̂ggdpt+h|NFCIt (⌧) = �̂0,⌧ + �̂1,⌧NFCIt

Objective
• Compare �1,⌧ calculated using QR and IVXQR methods with
OLS.



Univariate Analysis

Figure: Quantile Regression



Univariate Analysis

(a) IVXQR-ivqr

(b) IVXQR-see



Bivariate Analysis

Recall our model:

Q̂ggdpt+h|ggdpt+NFCIt (⌧) = �̂0,⌧ + �̂1,⌧ggdpt + �̂2,⌧NFCIt

Objective:
• Determine if estimates across quantiles are meaningful.
• Compare the estimates using di�erent models.
• Present predicted distribution for one- and four-quarter GDP
growth.



Bivariate Analysis

How to obtain the con�dence interval?
• Apply 4-order Vector Autoregression (VAR)

✓
NFCIt
ggdpt

◆
=

✓
�
↵

◆
X 0 +

✓
u1
u2

◆

• Restore with randomly generated residuals
• Record quantile estimates for each iterations
• Obtain con�dence interval from the esimates



Bivariate Analysis

Figure: Estimated Quantile Regression Coe�cients



Bivariate Analysis

Figure: Compare across models



Bivariate Analysis

Figure: Predicted Distribution using QR



Bivariate Analysis

(c) IVXQR-ivqr (d) IVXQR-see



Bivariate Analysis

(g) Quantile Regression Forest (h) Generalized Quantile Random For-
est



Out-of-sample Prediction

We conduct out-of-sample predictions using Expanding Window
Forecast.

Figure: Expanding Window Forecast



Out-of-sample Prediction
Final Prediction Error

Final Prediction Error:

1
T � k

TX

s=k

⇢⌧ (ys � ŷs)

where ŷs is prediction for ⌧ . Based on FPE, we choose the optimal
con�gurations for each models:



Out-of-sample Prediction
Result – Quantile Regression



Out-of-sample Prediction
Result – IVXQR

(e) ivqr (f) see



Out-of-sample Prediction
Result – Quantile Random Forest

(i) quantile regression forest (j) generalized quantile random forest



Final Prediction Error across models

A summary of FPE across di�erent models:

• Lower FPE at h4 than h1.
• Lower FPE at the tails.
• Generalized Quantile Random Forest has the best
performance.
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